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	Reason for change:
	RAN awareness of incoming TSN traffic pattern
RAN group has an ongoing email discussion [1] on making use of the knowledge of the traffic pattern for radio optimization, e.g. to provide the UE with proper SPS or Configured Grants configurations. Therefore, information of the traffic pattern such as at least periodicity and message size would be required. Also, information on when the periodic data arrives i.e. a time reference or offset would be helpful. If such information is not available at RAN, over-scheduling would need to be done in order to meet the TSN traffic requirements (e.g. latency). During such over-scheduling, the RAN could learn the traffic pattern and reduce its over-scheduling, however, radio resources i.e. capacity would be wasted during such a learning phase. Also, admission control for further users would need to be done more conservatively, if the actual resource need for current traffic is unclear. For those reasons, it would be beneficial for RAN, if knowledge of the TSN traffic pattern, which is available at the 5G core interacting with TSN CNC, could be provided to the RAN beforehand.

It is particularly important for uplink traffic, where frequent pre-scheduling e.g. configured grants would need to be proactively provided to the UE, in order to meet UL latency requirements. I.e. in particular for UL scheduling, the RAN would benefit from the traffic knowledge. 

Observation:  For better serving TSN periodic traffic, there is a need from RAN to use the incoming TSN traffic pattern for radio optimisation.  

Proposal:  5G core network should provide / relay TSN traffic pattern of the incoming TSN traffic to gNB, so that gNB can use the information to do better radio optimization.   

Solution#X: 
 [image: ]
Figure 1.  Delivery of additional TSN traffic pattern to RAN for radio optimization (downlink).
The CNC has pre-scheduled the traffic pattern for every TSN bridge egress. Every TSN bridge should receive the traffic pattern from the CNC and send out the traffic according to the pre-scheduled pattern.  Figure 3 illustrate 5GS downlink output scheduling.  There are three TSN nodes. The 5GS is modelled as TSN bridge (B), it receives “TSN traffic pattern B” for doing output scheduling at UE for downlink traffic towards TSN node (c).  The TSN node (A) is the preceding node of the 5GS. The output traffic from node (A) follows “traffic pattern A”. CNC has both “traffic pattern A and B” information. Normally, CNC only sends the relevant traffic pattern information to the bridge who needs to use it for output scheduling, e.g. “traffic pattern A” is only sent to TSN node (A).  Therefore, for the output scheduling purpose, the 5GS only needs to distribute the “TSN traffic pattern B” from the AF to UE translator in downlink direction.  However, in order to optimize radio resource for TSN traffic, the gNB needs to aware the incoming TSN traffic pattern, therefore 5GS has to request “TSN traffic pattern A” from the CNC, and then forward it to gNB.  

[image: ]
Figure 2.  Delivery of additional TSN traffic pattern to RAN for radio optimization (uplink).
Figure 2 shows an uplink case, where the TSN node (C) is the preceding node to 5GS, therefore, besides the “TSN traffic pattern B” that is required for 5GS output scheduling, additional “traffic pattern C” needs to be delivered to gNB for radio optimization purpose. 
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* * * * Start of Change * * * *
[bookmark: _Toc524187559][bookmark: _Toc473190644][bookmark: _Toc500949091]6.x	Solution #x 
[bookmark: _Toc524187560]6.x.1	Description
RAN group has an ongoing email discussion [1] on making use of the knowledge of the traffic pattern for radio optimization, e.g. to provide the UE with proper SPS or Configured Grants configurations. Therefore, information of the traffic pattern such as at least periodicity and message size would be required. Also, information on when the periodic data arrives i.e. a time reference or offset would be helpful. If such information is not available at RAN, over-scheduling would need to be done in order to meet the TSN traffic requirements (e.g. latency). During such over-scheduling, the RAN could learn the traffic pattern and reduce its over-scheduling, however, radio resources i.e. capacity would be wasted during such a learning phase. Also, admission control for further users would need to be done more conservatively, if the actual resource need for current traffic is unclear. For those reasons, it would be beneficial for RAN, if knowledge of the TSN traffic pattern, which is available at the 5G core interacting with TSN CNC, could be provided to the RAN beforehand.

It is particularly important for uplink traffic, where frequent pre-scheduling e.g. configured grants would need to be proactively provided to the UE, in order to meet UL latency requirements i.e. in particular for UL scheduling, the RAN would benefit from the traffic knowledge 


 [image: ]
Figure 1.  Delivery of additional TSN traffic pattern to RAN for radio optimization (downlink).
The CNC has pre-scheduled the traffic pattern for every TSN bridge egress. Every TSN bridge should receive the traffic pattern from the CNC and send out the traffic according to the pre-scheduled pattern.  Figure 1 illustrate 5GS downlink output scheduling.  There are three TSN nodes. The 5GS is modelled as TSN bridge (B), it receives “TSN traffic pattern B” for doing output scheduling at UE for downlink traffic towards TSN node (c).  The TSN node (A) is the preceding node of the 5GS. The output traffic from node (A) follows “traffic pattern A”. CNC has both “traffic pattern A and B” information. Normally, CNC only sends the relevant traffic pattern information to the bridge who needs to use it for output scheduling, e.g. “traffic pattern A” is only sent to TSN node (A).  Therefore, for the output scheduling purpose, the 5GS only needs to distribute the “TSN traffic pattern B” from the AF to UE translator in downlink direction.  However, in order to optimize radio resource for TSN traffic, the gNB needs to aware the incoming TSN traffic pattern, therefore 5GS has to request “TSN traffic pattern A” from the CNC, and then forward it to gNB.  
Ed Note:  Role of UPF for TSN traffic pattern, if any is FFS.


[image: ]
Figure 2.  Delivery of additional TSN traffic pattern to RAN for radio optimization (uplink).
Figure 2 shows an uplink case, where the TSN node (C) is the preceding node to 5GS, therefore, besides the “TSN traffic pattern B” that is required for 5GS output scheduling, additional “traffic pattern C” needs to be delivered to gNB for radio optimization purpose. 
6.x.2	procedure


Figure 6.x.2.1-1 5GS distributes additional TSN traffic pattern to gNB for radio optimization purpose
The delivery of TSN traffic pattern used by current node for 5GS output scheduling has been described in [S2-1900609], the following procedure describes the difference that related to deliver additional TSN traffic pattern used by preceding node.

1. CNC distributes the TSN QoS requirements and traffic pattern (specific for current node) to 5G virtual bridge via TSN AF. For radio optimization purpose, the AF can request the additional traffic pattern for the preceding node from the CNC (e.g. triggered by CNC configuration event), i.e. when CNC sends TSN QoS requirements and “traffic pattern B” to AF as part of bridge configuration request, AF then asks CNC for additional TSN traffic pattern information of the preceding node.
Note*: During the 5G virtual bridge registration stage, the 5GS may indicate the needs of traffic pattern for both current bridge and preceding node. Then CNC may be configured to send both traffic patterns (e.g. both “TSN traffic pattern B” and “traffic pattern A” in figure 1) to 5G bridge.  However the CNC behaviour is out of scope of 3GPP.
2. The additional TSN traffic pattern used by preceding node are forwarded to PCF (directly or via NEF)
3. PCF finds suitable 5G QoS policies and rules that can fulfil the TSN QoS characteristics (i.e. mapping TSN QoS characteristics to 5G QoS profiles).

4. . PCF triggers the PDU session modification procedure to establish a new 5G QoS flow according to the selected QoS policies and rules. SMF configures UE, gNB and UPF for QoS enforcement according to existing 3GPP procedure (see TS 23.501 clause 5.7). Every QoS flow has a QoS flow Identifier (QFI), therefore for every mapped TSN flows, the QFI can be used to identify the link between TSN traffic profile and QoS flow.  An example mapping can be:  QFI 5G QoS profile  TSN QoS characteristics  TSN traffic pattern used by current node  TSN traffic pattern used by preceding node.  
[bookmark: _GoBack]In both uplink and downlink direction, PCF distributes the additional TSN traffic pattern used by preceding node to RAN via SMF and AMF. The additional TSN traffic pattern used by preceding node and associated QFI reference are sent from SMF to RAN via N2 information using existing PDU session establishment/modification procedure.  New information element may need to be introduced in N2 information to carry the additional TSN traffic pattern and QFI reference.  PDU session resources setup/modification procedure can be used to carry the additional TSN information from AMF to gNB, e.g. NGAP over N2 [TS 38.413]. The QFI reference is used by gNB to link the additional TSN traffic pattern to a specific TSN flow.
5. PCF response to TSN AF (directly or via NEF).
6. TSN AF response to CNC.



* * * * End of Changes * * * *
[bookmark: _Toc522835471]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
 [1]	[104#36][NR/IIOT] TSN Traffic Patterns (Nokia)
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